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A B S T R A C T

Ion selective membrane (ISM) electrodes are widely used for selective ion sensing applications. Recently, new
modalities have emerged whose operation involves active electrical polarization of the media, and current
theoretical models are unsuitable to predict their behavior beyond near-equilibrium conditions. Here, we apply
numerical modeling of physicochemical transport in such systems to study mechanisms of interfacial ion transfer
and their role in limiting processes. Importantly, our analysis suggest that membrane-phase complexation (MC)
has strong merits as a replacement for interfacial complexation (IC) in theoretical treatments. For our purpose,
we have developed a highly detailed model based on Nernst–Planck–Poisson (NPP) with kinetic reactions of
first-order. The solutions were derived in terms of logarithmically transformed concentration variables, allowing
us to input experimentally determined stability coefficients. A unique process, referred to here as the reaction
boundary layer (RBL), is a characteristic of MC, and we found it could have a significant impact on curren-
t–voltage (I–V) characteristics and transfer selectivity. Together with other well-known processes such as elec-
trically driven diffusion, the RBL dictates the limits of ISM electrical polarization. Using our model, we de-
monstrate that operating outside these limits results in ingress of interfering ion species and concurrent loss of
transfer selectivity.

1. Introduction

Driven by a consistent stream of innovation, the ion-selective
membrane (ISM) has increasingly become a preferred technology for
concentration sensing applications [1,2]. The key component of this
system, the ionophore, affords the membrane selectivity towards a
targeted primary ion through its ability to form a stable complex with
that ion.

Over the last two decades, a new generation of ISM-based sensing
techniques has emerged. Distinguished as “dynamic” electrochemical
modalities, these characteristically involve active electrical polarization
of the media [3]. ISM-based amperometry (for which Scanning Elec-
trochemical Miroscopy is a specialized application) [4–10], pulse/flash
chronopotentiometry [11–15], and coulometry [16–18] have yielded
various improvements over traditional potentiostatic ISM sensing.
While most commonly employed to measure changes in concentration,
devices based on these principles have also the capacity to produce

changes. Investigators have implemented this reverse mode of opera-
tion for applications that include selective chemical extraction/isola-
tion [19–22] and electrochemical neuro-modulation [23]. These dy-
namic modalities, being relatively nascent, lack a detailed theoretical
understanding.

In order to advance these technologies, it is crucial that we develop
the ability to model the relevant solute transport phenomena accu-
rately. Some behaviors can be studied using simplified bi-ionic models
[24–26]. However, in order to evaluate the preeminent limiting factor
of ISM operation—interfering ions—some mechanism of interfacial ion
transfer must be invoked [27–32]. In this study, we present a highly
detailed Nernst–Planck–Poisson (NPP) model comprised of adjacent
membrane and aqueous phases with ion transfer mediated by mem-
brane-phase complexation (MC). The system contains several lipophilic
and hydrophilic chemical species whose concentrations we solved as
logarithmically transformed variables. This transformation allowed us
to input experimentally determined stability coefficients (equilibrium
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association constants), untenable in previous efforts due to the limits of
machine precision. The development of this model enabled us to ad-
dress dynamic phenomena arising from active electrical polarization.

On the experimental side, electrochemical impedance spectroscopy
(EIS) and cyclic voltammetry (CV) are two of the most powerful tools
for evaluating the dynamic properties of electrochemical systems.
Applied to the ISM, these tools reveal characteristics that we normally
associate with electrodes—charge-transfer impedance [33–35] and
apparent redox peaks [4,36,37] (derived from EIS and CV respectively).
Appropriately, as demonstrated in Refs. [32] and [38], some of these
electrode-like characteristics can be replicated in ISM transport models
by directly employing Butler–Volmer (BV) formalism. Our analysis,
however, indicates that this approach does not capture several im-
portant dynamic phenomena. These phenomena will be one of the fo-
cuses of this study.

The ISM interface fundamentally differs from the solid–liquid elec-
trode interface for which BV was originally developed—the ISM inter-
face features a continuous liquid–liquid junction. Despite this, articles
such as Ref. [38] argue that BV must reflect a singular electrode-like
physical process in the ISM, referred to here as interfacial complexation
(IC). However, by definition, BV rate constants depend on an electric
potential—in this context, the membrane's phase boundary potential.
As such, their theory requires that the interfacial electric field exert
direct influence on local rate kinetics. While Onsager et al. demon-
strated that this type of influence is possible through the Second Wien

Effect, no such phenomena has been observed in this context [48]. As
part of our investigation on dynamic phenomena, we will attempt to
elucidate how an electric field can influence ISM interfacial kinetics in
the absence of a field effect.

Through numerical and analytical evaluation of our model, we de-
monstrate that MC gives rise to a process we refer to here as the re-
action boundary layer (RBL). We discovered that the RBL produces an
effective interfacial impedance (and likewise, demonstrates BV cur-
rent–voltage characteristics) that is observable from simulated EIS re-
sults. Thus, MC provides an explanation for the perceived influence of
electric field in ISM interfacial kinetics and, likewise, the ISM's elec-
trode-like characteristics. On this basis, we propose that MC, rather
than IC, be considered the exclusive mechanism of interfacial ion
transfer.

While MC and IC predict similar behaviors under near-equilibrium
conditions, our analysis indicates that the RBL can have a significant
effect on the transfer characteristics of the membrane under electrical
polarization. Effectively, the RBL gives the membrane an intrinsic
current limit. Upon increasing magnitude of polarization, the primary
ion concentration at the origin of the RBL will diverge further and
further from equilibrium. This transpires concurrently with concentra-
tion polarization (CP) from other bulk membrane processes such as
electrically driven diffusion (see Section 2.6 for a description of limiting
processes, four in total). During excessive enrichment or depletion of
solutes as the result of any such process, near-equilibrium models lose

Symbols

ai molar activity of solute i
ci molar concentration of solute i
ci

0 initial and bulk concentrations of each solute i in the
aqueous phase

cL
0 total molar concentration of ionophore added to the

membrane
cR

0 total molar concentration of mobile lipophilic counter-ion
added to the membrane

ci
γ molar concentration of solute i at the edge of the inter-

facial transition region with (aq) and (org) designating
boundaries adjacent to bulk aqueous and membrane
phases respectively

d thickness of membrane layer
Ex electric field, x–component
Di diffusion coefficient for solute i
F Faraday constant
fi molar activity coefficient of solute i with (aq) and (org)

designating its bulk values (constants) in aqueous and
membrane phases respectively

Jx total electric current density, x–component
J0 effective exchange current density from Butler–Volmer

equation
Jx

app applied electric current density
→
ki, ⃖ki forward and backward first-order reaction rate constants

for solute i
Ki

part partition coefficient due to differential solubility of solute i
for the interface between membrane and aqueous phases

n number of ionophore molecules that bind to a single ion in
a particular complex

Nx i, molar flux density of solute i, x–component
R universal gas constant
Ri net volume rate of formation of solute i by chemical re-

action
rRBL effective charge-transfer resistance that arises from the

reaction boundary layer (RBL)
t time

T absolute temperature
Ti integral transference of membrane for ion i
V app electric potential applied at a particular boundary
V 0 equilibrium potential from Butler–Volmer equation
V ρ phase-boundary potential at an interface between mem-

brane and aqueous phases
zi charge number of ion i
α effective anodic charge-transfer coefficient from

Butler–Volmer equation
βi

n stability constant for complex comprised of the neutral
lipophilic ionophore bound to the ion i in a :n1 stoichio-
metric ratio1

δISC characteristic length of the interfacial space-charge region
δN length of the Nernst steady diffusion layer
δRBL characteristic length of the reaction boundary layer inside

the membrane
δγ length of the phase-field transition region
ϵr relative permittivity
ϵ0 permittivity of free space
τRBL characteristic time-scale of reaction boundary layer (RBL)

formation
ψ electric potential

Superscripts and subscripts

app externally applied quantities
(aq) properties and variables characteristic of the aqueous

phase
(org) properties and variables characteristic of the membrane

phase
i index of any solute present in the system
j index within a subset of ions designated as interfering
L ionophore
P primary ion for a particular ionophore-based system
R mobile lipophilic counter-ion
γ phase-field transition region at the interface between

aqueous and membrane phases2

ρ interfacial space-charge region2
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their fitness. Using solutions to our numerical model, we show here that
operation in such regimes causes the membrane to lose transfer se-
lectivity for the primary ion (see Section 2.5 for definition of transfer
selectivity).

2. Model description

2.1. Governing equations of solute transport

The time-varying behavior of a physicochemical solute transport
system is dictated by continuity, given in this case for 1–D as

∂
∂

+
∂
∂

=c
t

N
x

R ,i x i
i

,

(1)

with ci as the molar concentration, Nx i, the x–component of the molar
flux density, and Ri the net volume formation rate of chemical reaction
of solute i. The energetic preference of a solute for a particular phase,
quantifiable from the enthalpy change of solution, relates to the
breaking and forming of solvent–solvent and solvent–solute attractions.
In our modeling, the activity coefficient was used to define the char-
acteristic solubility of each solute for a particular phase. The molar
concentration relates to molar activity, ai, as

=a f c ,i i i (2)

where fi is the molar activity coefficient. The gradient of its respective
contribution to chemical potential represents a thermodynamic force
(of the type described by Onsager [39]) created by differential solubi-
lity. In all regions except for the phase transition zones, this force had
zero magnitude. For further discussion on differential solubility, see
Section 2.2. Chemical flux of each solute from diffusion, migration, and
differential solubility is given by the Nernst–Planck equations for dilute
solutions:

⎜ ⎟= − ⎛
⎝

∂
∂

+
∂
∂

+
∂
∂

⎞
⎠

N D c
x

z F
RT

c
ψ
x

c
f

x
ln

,x i i
i i

i i
i

,
(3)

where ψ is the electric potential, Di is the diffusion coefficient of solute
i, and zi is the charge number of solute i. Meanwhile—F , R, and T hold
their usual meanings as Faraday's constant, the universal gas constant,
and absolute temperature respectively. The electric potential couples to
the space charge density through Poisson's equation:

∑∂
∂

= −
∂
∂

=
∈

E
x

ψ
x

F z c
ϵ ϵ

,x

i I
i i

2

2
0 r (4)

where I is the set of all charged species, Ex is the x–component of the
electric field, ϵ0 is the permittivity of free space, and ϵr is the relative
permittivity. The electric current density is defined as

∑=
∈

J F z N ,x
i I

i x i,
(5)

ignoring displacement currents.
In the membrane phase, the following reversible reactions described

ionophore binding:

+ ⇌+ +n L P L P ,z
n

z
P P

P
P (6)

+ ⇌+ +n L J L J ,z
n

z
J J

J
J (7)

where L is the ionophore, +PzP is the primary ion, +JzJ is an interfering
ion, and ni is number of ionophore molecules that bind to a single ion in
a particular complex. Although we could have used any number of
interfering ions in our model, this study considered the simple case of
one interfering ion. We modeled these reactions according to first-order
kinetics:

⃖= − =
→

−R R k c c k c( ) ,n
L P P P L P P L Pn n

P (8)

⃖= − =
→

−R R k c c k c( ) ,n
L J J J L J J L Jn n

J (9)

= +R n R n R ,L P P J J (10)

where
→
ki and ⃖ki are the forwards and backwards rate constants re-

spectively. These rate constants relate to the stability coefficient as
⃖=

→
β k k/i i i .

For a discussion on some of the assumptions taken by our model
(related to, for example, ionic size effects, non electrostatic ion–ion
interaction, and solvent effects), see Section S-1.

2.2. Continuous 1-D model of transport in aqueous and membrane phases

We applied Eqs. (1–10) to the geometry depicted in Fig. 1. As
shown, our system comprised of a membrane of width d placed between
two ideal electrodes at distances of δN (length of Nernst steady diffusion
layer). In each case described in this study, we gave identical conditions
to both sides of the membrane. The following describes the Dirichlet
boundary conditions applied for each hydrophilic solute in the aqueous
phase:

Fig. 1. Schematic of ISM system simulated in this study. Each phase contains hydrophilic solutes—K+ (primary), Na+ (interfering), and Cl- (counter)—as well as
lipophilic solutes—L (free ionophore), R- (mobile lipophilic counter-ion), L·K+, and L·Na+. Due to differential solubility and ionophore reaction, these groups of ions
exist in very small concentrations in their respective insoluble phases. Concentration profiles in each phase are depicted here as examples of CP that arise from
galvanostatic current, Jx

app. The inset zooms in on the phase-boundary region, delineating three boundary layers of interest: the phase transition zone of width δγ , the
space charge region with characteristic length δISC, and the RBL with characteristic length δRBL.

1 The superscript is omitted for situations where we assume there is only one
characteristic stoichiometric ratio.

2 This designates properties intrinsic to the specified region, or variables that
are located on the boundaries of it.
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⎛
⎝

= − − ⎞
⎠

= ⎛
⎝

= + ⎞
⎠

=c x d δ c x d c
2 2

δ .i i iN N
0

(11)

Meanwhile, for lipophilic solutes, we prescribed Dirichlet conditions
based on their respective values at equilibrium. The initial conditions
for each hydrophilic solute in the aqueous phase were

⎛
⎝

− − ≤ ≤− = ⎞
⎠

= ⎛
⎝

≤ ≤ + = ⎞
⎠

=c d δ x d t c d x d δ t c
2 2

, 0
2 2

, 0 .i i iN N
0

(12)

Finally, we took initial and bulk values for lipophilic solutes in the
aqueous phase and all solutes in the membrane phase from solutions to
an analytical equilibrium model.

In order to model galvanostatic polarization across the electrodes
such that = − − =J x d δ J( /2 )x xN

app, we applied an electric field
boundary condition that compensated for diffusion currents. For EIS
simulation, we changed the boundary condition to

= − − =ψ x d δ t V( /2 , )N
app, with V app being a time-varying sinusoid. In

each case, the electric potential was calculated using the electrode at
= +x d δ/2 N as its ground reference point. For specific implementa-

tion details, see Sections S-2 and S-3
The differential solubility between the two phases essentially dic-

tates that across their interfacial transition region, the concentrations of
solutes must obey =c c K/i

γ
i
γ

i
(aq) (org) part. In this report, we use the partition

coefficient, Ki
part, exclusively in this context. The superscripts (org),

(aq), and γ denote properties and variables characteristic of the mem-
brane phase, aqueous phase, and interfacial transition region respec-
tively. Due to numerical issues unique to our logarithmic transforma-
tion, we found it necessary to implement solubility as a spatially smooth
and continuous property. As per Ref. [40], we used activity coefficients
to define characteristic solubilities that varied smoothly between each
phase across narrow interfacial transition regions of lengths δγ . The
distribution of solutes in this implementation was therefore driven by
the fourth term in Eq. (3). We chose the values of fi

(org) and fi
(aq) such

that =f f K/i i i
(org) (aq) part (see Section S-4 for relevant derivation).

While not the focus of our study, future investigations might find
this implementation valuable for exploring the influence of phase
transition regions on interfacial ion transport in ISM systems. As a de-
monstration of this possible application, we chose our phase distribu-
tion function according to the phase–field model employed by Ref. [40]
(see Section S-5 for a description). We did not find, however, that the
specific choice of distribution function (given a certain δγ) had a sig-
nificant impact on the particular focuses of this study.

2.3. Parameter values

We compiled the parameters used in these simulations, shown in
Table 1, from various sources (see Section S-6) for room temperature,

℃=T 25 . We chose the primary, interfering, and counter ions as = +P K ,
= +J Na , and =N Cl-. They, along with their respective bulk/initial
concentrations, are roughly consistent with a physiological electrolyte.

The diffusion boundary layer (DBL) thickness, δN, was estimated to
be 300 μm from reported measurements under non-forced hydro-
dynamic conditions [20]. The membrane had a thickness of =d 50 μm,
and we based its composition on the one reported in Ref. [41]. We
increased the initial concentration of ionophore so that limiting would
arise from Type I rather than Type II. This K+-selective formulation
used Valinomycin as the ionophore and tetrakis(4-chlorophenyl)borate
(TpClPB-) as the mobile lipophilic counter-ion. The binding stability
coefficient and complex stoichiometry of the ionophore for the primary
ion were taken from Ref. [42] to be = −β 10 mMP

7.1 1 and =n 1P re-
spectively. Using the method reported in Ref. [43], we calculated the
stability coefficient for the interfering ion in terms of the Nikolsky
potentiometric selectivity coefficient. While experimentally determined
stability coefficients have been available for the last twenty years, no
study has attempted to incorporate them into non-equilibrium transport

models. Stability coefficients of such magnitudes result in very small
values, and only by means of logarithmic transformation was our effort
possible.

The two types of parameters that could not be determined accu-
rately from the literature were ionophore reaction rates and partition
coefficients. The default values used here were chosen based on ex-
perimental EIS results, as discussed in the Section 3.1.

2.4. Numerical solution using the finite element method (FEM)

We performed logarithmic transformations on the combined trans-
port and continuity equations of Eqs. (1–3) and (8–10) and re-posed the
system as a weak formulation. Ultimately, we solved this using the fi-
nite element method (FEM) in COMSOL Multiphysics. For im-
plementation details on the logarithmic transform, weak form, and
numerical methods, see Section S-7.

2.5. Integral transference as a quantitative measure of transfer selectivity

Transfer selectivity refers to the ability of the membrane to permit
flux of the primary ion while blocking that of all other ions. In this
article, we quantify transfer selectivity using the integral transference,
Ti, defined according to

≡T
z FN

J
,i

i x i

x

,

(13)

for each ion i [44–47]. Under near equilibrium conditions, integral
transference is equivalent to the fraction that a particular ion con-
tributes to the total ionic conductivity (see Section S-8). We can think of
integral transference as a dynamic analogue to the Nikolsky selectivity
coefficient.

2.6. Membrane limiting processes

We have identified—as stated previously—four critical processes
that produce limiting behavior (each depicted schematically in Fig. 2).
Types I and II arise from bulk membrane diffusion of the lipophilic
counter-ion and free ionophore respectively. Type III arises in the
aqueous phase from electrically driven diffusion within a characteristic
region referred to as the DBL. Finally, we refer to RBL-based limiting as
Type IV. For a background discussion on these processes, see Section S-
9.

Generally, the most restrictive solute will determine the character-
istic limit of the membrane (i.e. =Jx

lim

J J J Jmin{ , , , }x x x x
lim,R lim,L lim,aq lim,RBL ). These limits tell us the range of

conditions under which the ISM behaves ideally. However, we also
want to know the consequences of operating outside of this range.
Later, using solutions to our numerical model, we will evaluate the
performance of the ISM under non-ideal conditions created by

Table 1
Default model parameters.

i zi Di
(aq)

× −( 10 9

m /s)2

Di
(org)

× −( 10 11

m /s)2

ci
0 (mM) log βi

β0
a →

→log ki
k0

a Klog i
part

+K +1 1.96 1.97 1 7.1 10.3 6 5
−Cl −1 2.01 2.01 101 – – 8
+Na +1 1.35 1.35 100 3.54 10.36 5

−TpClPB −1 0.1 0.1 10.3b – – − 8
Val 0 0.001 0.1 60b – – − 8

⋅ +Val K +1 0.001 0.1 – – – − 8
⋅ +Val Na +1 0.001 0.1 – – – − 8

a Characteristic units, = −β 1 (mM) ni0 and
→

= − −k 1 (mM) sni0
1.

b Total initial concentrations of lipophilic ions added to membrane.
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exceeding those prescribed limits.

3. Results and discussion

3.1. The role of the reaction boundary layer in interfacial ion transfer

As mentioned in the introduction, we implemented interfacial ion
transfer in our model as MC. This mechanism partitions ions through
the combined effects of differential solubility and volume reaction. For
both MC and IC, the following expression holds throughout the bulk of
the membrane under equilibrium conditions: =c β c c( )L P P L

n
P

(org) (org) (org)
n

P .
However, MC has an important consequence: a narrow region of CP will
develop adjacent to each phase interface when flux is driven across the
membrane. This occurs because free ions enter/leave the membrane
more quickly than the ionophore can bind/unbind with them. We begin
our analysis by examining the structure of the RBL from both analytical
and numerical standpoints.

We obtained analytical solutions for two different scenarios: (1)
when the size of the RBL is much larger than that of the interfacial
space charge region ( ≫δ δRBL ISC), and (2) when the size of the RBL is
much smaller than that of the interfacial space charge region
( ≪δ δRBL ISC). Starting from Eqs. (1–10) and making use of approx-
imations informed by scale analysis (see Section S-10 for full deriva-
tion), we arrive at the following solution for both scenarios:

⎜ ⎟= − = + ⎛
⎝

⎞
⎠

c x d t c
J δ

z F
t

τ
( /2, ) erf ,P P

x

P

0
app

RBL

RBL (14)

⎡
⎣⎢

⎤
⎦⎥

≡
⎯→⎯

−

τ k c( ) ,P L
n

RBL
(org)

1

P

(15)

≡δ D τ ,PRBL
(org)

RBL (16)

where ci
(org) is the concentration of solute i at a location immediately

outside of any interfacial boundary layers. The parameters τRBL and δRBL

are defined here as the characteristic time and length of the RBL re-
spectively. Intuitively, these become larger and faster, respectively, for
a faster reaction rate. If we consider a time-scale that is much less than
that of any bulk membrane CP processes (near-equilibrium conditions),
note that we can substitute → → −c c z c c c/ andL P R P L L

n
z R

(org) 0 (org) 0 0
n

P
P

. As de-
monstrated in Fig. S-1, solutions to these expressions show excellent
agreement with those from the numerical model.

Now, we can determine how the RBL affects the phase-boundary
potential. As we know, this potential difference is logarithmically de-
pendent on the free ion concentration inside the membrane. Thus, even
an extremely small depletion of that ion adjacent to the interface can
have a significant impact. Combining Eq. (14) with the expression for
the phase boundary potential, we get the following:

= ⎡
⎣

⎛
⎝

− ⎞
⎠

− ⎛
⎝

− − − ⎞
⎠

⎤
⎦

J J z F
RT

α V V z F
RT

α V Vexp ( ) exp (1 )( ) ,x
P ρ P ρapp

0
0 0

(17)

⎜ ⎟≡
⎯→⎯ ⎛

⎝

⎞

⎠

⎛

⎝
⎜

⎞

⎠
⎟

−

J z F D k c
c
K

c

β c
( )

( )
,P P P L

n P

P

α
L P

P L
n

α

0
(org) (org)

(aq)

part

1 (org)

(org)
P n

P
(18)

≡ ⎛

⎝
⎜

⎞

⎠
⎟V RT

z F
K

β c

c

c
ln

( )
,

P

P

P L
n

L P

P

0
part

(org)

(org)

(aq)P
n

(19)

where V ρ is the phase-boundary potential at a single interface (voltage
measured across the interfacial space charge region), J0 is the BV ef-
fective exchange current density, and V 0 is the BV equilibrium poten-
tial. For each of the two scenarios described above, the effective charge
transfer coefficient, α, was determined to be

=
⎧

⎨
⎩

≫

≪
+

α
δ δ

δ δ

1,

,ϵ δ

ϵ δ ϵ δ

RBL ISC

/

/ /
RBL ISC

r

r r

(org)
ISC
(org)

(aq)
ISC
(aq) (org)

ISC
(org)

(20)

where δISC
(aq) and δISC

(org) are the characteristic lengths of space charge re-
gions in the aqueous and membrane phases respectively. As we can see,
Eq. (17) takes on the form of the BV equation. The corresponding small-
signal resistance for this process is

= =
=

r V
J

RT
z F J

d
d

1 .
ρ

x V V
RBL app

P 0ρ 0 (21)

According to the electrode analogy, we can think of this RBL im-
pedance as the membrane's charge-transfer impedance. Note that this
rRBL is the resistance of one interface, of which the membrane in our full
model has two.

According to the experimental results reported in Ref. [33], this
charge-transfer impedance should manifest as a low-frequency arc in an
ISM's EIS Nyquist plot. In order to evaluate this behavior, we simulated
EIS using the numerical methods described in Section 2.4 (avoiding the
approximations that were necessary to derive the closed-form expres-
sion in Eq. (21)). As shown in Fig. 3, a low-frequency arc is clearly
observable. Appropriate to the relationship described in Eq. (21), this
arc diminishes with faster reaction rates.

Interfacial charge relaxation limits how quickly the RBL can influ-
ence current–voltage (I–V) characteristics. In other words, double-layer
capacitance effectively short-circuits the RBL resistance stated in Eq.
(21). Since charge relaxation is characteristically slower than bulk
media polarization (in both aqueous and membrane phases), the RBL
and geometric impedances manifest as low and high –frequency arcs
respectively in the Nyquist plot.

Finally, we estimated the rate constant,
→
kP, by comparing our si-

mulated charge-transfer impedance to that observed experimentally in
Ref. [33]. Our simulation, In accordance with the conditions described
in Ref. [33], featured a supporting electrolyte of 50mM CaCl2. The
purpose of this component was to maintain ionic strength and likewise,

Fig. 2. Depiction of each of the four limiting processes identified in our study.
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α, independent of cP
(aq). Ref. [33] chose CaCl2 specifically because Ca2+

has a low affinity for Valinomycin and thus, should not influence the
kinetics of K+ binding. As shown in Fig. 4, both experimental and si-
mulated results agreed that =α 0.87. The charge-transfer impedance of
membranes, both experimental and simulated, were determined by
fitting a Randles equivalent circuit to their respective EIS results. Ul-
timately, a reaction rate of

→
= ⋅ − −k 2.3 10 mM sP

10 1 1 (given =K 10P
part 5)

produced an equivalent resistance.
In Fig. 4, we demonstrate the relationship between aqueous +K

concentration and charge transfer impedance in a log–log plot for ex-
perimental EIS, simulated EIS, and the analytical expression given in
Eq. (21) (as the sum of two interfaces). The analytical solution was not
independently fitted to the experimental data; rather, we calculated it
from the same parameters used in the numerical simulation so that the
two solutions could be directly compared. Therefore, we can consider
the slight difference between the numerical and analytical plots to be
approximation error. Meanwhile, for the given rate constant and par-
tition coefficient, the plots of experimental and simulated are identical.

Altogether, our data suggests that the RBL is the source of the ex-
perimental BV impedance previously attributed to IC. In addition, it
suggests that non-equilibrium reaction processes can have a significant
effect on membrane I–V characteristics. For applications such as dy-
namic electrochemical sensing, this analysis might allow us to predict
an ISM's potentiometric response more accurately.

Furthermore, the RBL has another important effect—a sufficiently
large polarization will overcome the selective partitioning of an inter-
face. In Section 3.2, we demonstrate this behavior using solutions to our
full numerical model.

As mentioned previously, kinetic rates of ionophore complexation
are not currently well understood. However, our results substantiate
their potential influence on I–V characteristics and transfer selectivity.
Based on our analysis, we propose EIS as a feasible method for the
experimental determination of rate constants.

3.2. Loss of transfer selectivity under reaction-limited current regimes

As discussed in Section 2.6, electrically driven flux gives rise to CP
in interfacial regions of the membrane. Processes that contribute to this
include electrically driven diffusion of charged species, flux driven by
interfacial binding and unbinding of the free ionophore, and the RBL.
For sufficiently large polarization, we found that each of these processes
would ultimately lead to failure of transfer selectivity. We have eval-
uated this behavior using solutions to our numerical model, focusing
specifically on RBL-based limiting in this section and diffusion-based
limiting in the following.

While limiting behavior from processes of Types I and II is a product
of exhaustive depletion, that from Type IV is a product of excessive
enrichment. The enrichment of primary ions (which occurs on the side
of the membrane where cations enter) drives the phase-boundary

potential to a higher level (in agreement with Eq. (17)). Our hydro-
philic counter-ion (Cl-), obeying the Nernst equation, consequently rises
in concentration throughout the membrane. Thus, for a sufficiently
large polarization, the RBL causes the membrane to conduct a higher
percentage of nonspecific ions. As we would expect, Fig. 5 demonstrates
that slower reaction rates are accompanied by a more restrictive limit
on the magnitude of electric current.

As suggested by Eq. (14), the reaction rate required to prevent
limiting behavior at a particular current increases for larger stability
coefficients. While currents of magnitude J ~0.1A/mx

app 2 are within the
ideally selective regime for this system (where = −β 10 mMP

7.1 1 and
→

= ⋅ − −k 2.3 10 mM sP
10 1 1), such would not be the case for ionophores of

higher affinity. ETH 129 (Ca2+-selective), having the largest reported
stability coefficient at = −β 10 mMP

20.2 3, would permit significantly little
selective flux for the same reaction rate. However, all except for the
Ca2+-selective ionophores reported in Ref. [42] had affinities in the
range ≤ ≤β10 100.72

P
8.63.

3.3. Loss of transfer selectivity under diffusion-limited current regimes

Limiting behavior, as it arises from electrically driven diffusion in
the aqueous phase, has been studied extensively in the field of electro-
desalination. Here, we apply similar analysis to that arising from
electrically driven diffusion within the membrane. We define a limiting
value in this context as the magnitude of electric current required to
reduce the concentration of a particular ion to zero on one side of the
membrane (as demonstrated in Fig. 6a). We refer to the two regimes
characterized by currents of magnitude lesser and greater than this
limit as Ohmic and over-limiting respectively. Using an analytical so-
lution, we estimated the limiting value for this system as

=J 0.0795A/mx
lim,R 2 (see Eqn. S-28). However, as shown in Fig. 6b, some

of the over-limiting effects start around 0.06A/m2.
Concentration profiles of the mobile lipophilic counter-ion during

each of these regimes are displayed in Fig. 6a. While aqueous over-
limiting typically occurs through convection-coupled processes, we
found selectivity failure to be the prevailing means of over-limiting in
the membrane phase. When a sufficiently large electromotive force
overcomes the energy barrier created by differential solubility, the
membrane permits the ingress of counter and interfering ions. As shown
by Fig. 6b, the transition from Ohmic to over-limiting is characterized
by a sharp increase in average concentration of Cl- and, correspond-
ingly, a reduction in selective transference.

According to Eq. (15), the RBL forms very quickly upon initial po-
larization. In comparison, the time-scales for processes of Types I and II,
τ d π D τ d π D~ / and ~ /R S L L

(org) 2 2 (org) (org) 2 2 (org) respectively, are much slower.
Thus, under conditions where Types I or II are the characteristic

Fig. 3. Nyquist plot for EIS simulated at three different forward reaction rates.
A high-frequency arc (associated with bulk media polarization), low-frequency
arc (associated with the RBL), and Warburg element can be seen for each.

Fig. 4. Logarithmic plot of analytical, experimental (from Ref. [33]), and nu-
merically simulated charge-transfer resistances Rt as a function of +K con-
centration in bathing solution. Both simulated and experimental membranes
consisted of =c 6 mMR

0 , =c 9 mML
0 , and an aqueous supporting electrolyte of

50mM CaCl2. Both analytical and numerical solutions used the same para-

meters, with
→
kP determined by fitting numerical to experimental.
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limiting process, there will be a window of time where the transfer
selectivity of the membrane remains intact. As illustrated in Fig. 7, the
numerical solutions to our model demonstrated this behavior.

Therefore, the membrane will operate effectively under two con-
ditions: (1) the applied current is less than the limiting current, or (2)
the duration of polarization is less than the time-scale of exhaustive
depletion. While analytical expressions (such as Eqs. S-28 and S-29) can
sometimes help quantify our operating limits, the numerical simula-
tions described in this section demonstrate what actually happens when
those limits are breeched.

4. Conclusion

In this study, we presented a highly detailed model of ISM solute
transport. Enabled by technical improvements such as the use of loga-
rithmic transformation, we investigated phenomena arising from dy-
namic ISM operation. Our results shine new light on fundamental me-
chanisms of interfacial ion transfer. In addition, we demonstrated how
these mechanisms could influence selective ion transport.

One of the key phenomena documented in this study was the RBL,
which forms when ions are driven through the membrane faster than
the ionophore can bind and unbind. Our solutions indicate that MC, of
which the RBL is a byproduct, accounts for electrode-like characteristics
previously observed in CV and EIS experimental studies. This me-
chanism is more adherent to first-principles than IC because it does not
involve field-dependent reaction rates. For this reason, we propose that
MC be considered the exclusive mechanism of interfacial ion transfer.

A key implication of our MC-based model is that the RBL can have a

significant impact on membrane I–V characteristics and transfer se-
lectivity. We predict that this effect would be especially drastic for large
stability coefficients, known to be characteristic of some ion–ionophore
binding reactions. While the respective rate constants have not yet been
reliably measured, our analysis indicates EIS would likely be an effec-
tive means of determining such parameters independently.

Along with bulk membrane CP processes such as electrically driven
diffusion, the RBL produces a change in the interfacial concentrations of
key ions. As a consequence of any such process, sufficiently large (over-
limiting) electric currents can drive excessive depletion and enrichment
of these ions. Using our numerical model, we found that over-limiting
operation results in ingress of interfering ions and loss of transfer se-
lectivity. The onset of this effect can be fast in the case of RBL-based
limiting but potentially slow in the case of bulk membrane CP based
limiting.

During the investigation of electrically driven ISM transport, our
methodology relied heavily on applying concepts from the field of de-
salination. Although concepts such as transference and limiting con-
duction have had little exposure in the domain of ISM systems, these are
becoming increasingly relevant with the advent of dynamic modalities.
Thus, this report has endeavored to bridge some of the gaps between
these fields.

The development of these modeling tools facilitates the design and
operation of devices used for such applications as dynamic electro-
chemical sensing and electrochemical modulation. Although this study
focuses on ISM electrical polarization (for which our model is particu-
larly advantageous), one could apply our model directly to any mode of
operation. Furthermore, the modeling principles described here will be
broadly relevant to the treatment of any electrochemical transport
system.

Fig. 5. Impact of concentration enrichment throughout the RBL on transfer
selectivity, measured by integral transference for the primary ion, K+. Its steady
state value is plotted for increasing amplitude of applied current at three dif-
ferent forward reaction rates. We performed these simulations for a membrane
of thickness =d 5μm in order to prevent the influence of Types I and II limiting.

Fig. 6. Limiting behavior arising from electrically driven diffusion within the membrane. (a) Steady-state concentration profiles of lipophilic counter-ion, TpClPB-,
during Ohmic and over-limiting regimes. (b) Steady-state transfer characteristics of the membrane for increasing amplitude of current, with the boundary between
Ohmic to over-limiting regimes indicated by dashed line. The integral transference for the primary ion (K+), and the average membrane concentration of Cl- are
plotted on the left and right axes respectively.

Fig. 7. Temporal evolution of ISM transfer selectivity for the primary ion, K+,
at several amplitudes of applied current density. This is quantified by the in-
tegral transference probed at the location = −x d 2/ .
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